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Abstract

It is becoming increasingly important that a Geographical Information System delivers high performance to efficiently store, retrieve and process the voluminous data that it needs to handle. It is necessary to employ processing and storage parallelism for scalable long-term solutions. With the demise of many custom-built parallel machines, it is imperative that we use off-the-shelf technology to provide this parallelism. A closely-coupled network of workstations is a viable alternative.

In this paper, we explore techniques for distributing a spatial data structure (R-tree) across a network of workstations. We provide a framework to explore design alternatives in distributing the R-tree across workstations. We also develop an extensive system to implement and evaluate these alternatives. Specifically, we show this by implementing two distribution schemes, and evaluating their performance for insert and spatial search operations on two different data sets.
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